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Abstract—With the anticipated development of 6G technology,
the scope of Body Area Network (BAN) applications is undergo-
ing significant expansion, enhancing capabilities for a wider range
of sophisticated scenarios, including augmented/virtual reality,
holographic-type communication, and in particular integrated
sensing and communication. This evolution introduces more
stringent requirements, such as high data rates, low latency,
precise synchronization, and advanced sensing capabilities. Given
these advancements, traditional simulators, constrained by their
inability to provide a real-time bidirectional connection with
the actual network, fall short of addressing these complexities.
A Digital Twin Network (DTN), serving as a real-time virtual
replica of the physical network, can bridge this gap by simu-
lating and testing BANs in order to troubleshoot, predict, and
optimize their functionality and performance. This paper aims to
present advanced BAN use cases with a special focus on sensing
along with their stringent demands and demonstrates how DTN
plays a crucial role in addressing these requirements through
tailored DTN applications. Additionally, it will elaborate on the
specific requirements for the digital twin that emerge from these
applications. This work also involves identifying potential models
that need to be considered to construct a comprehensive BAN
digital twin framework.

Index Terms—Digital Twin Network, 5G, 6G, Body Area
Network, Integrated Sensing and Communication, Sub-THz

I. INTRODUCTION

Body Area Networks (BANs) consist of a collection
of devices, including sensors and actuators, situated on
or around the body, designed to monitor and respond to
various physiological and environmental parameters. They
are typically connected to a Gateway, such as a personal
device like a smartphone, which is characterized by greater
computing capabilities compared to individual small sensors
or actuators. This Gateway is then connected to Wide Area
Networks [1, 2]. BANs were initially used in the healthcare
sector for straightforward monitoring and support use cases.
However, with the anticipated development of 6G technology,
the scope of BAN applications is expanding significantly,
as 6G networks are set to enhance BANs by enabling
more sophisticated applications such as Holographic-type
communication (HTC), AR/VR, and advanced sensing.
Future BANs are expected to evolve into complex networks
featuring a range of advanced applications, from healthcare
to entertainment realms like gaming, training environments
including disaster simulation exercises for humanitarian aid
workers, and Integrated Sensing and Communication (ISAC).
While 5G networks marked a significant advancement,
they fall short of meeting the more stringent requirements
for advanced BAN applications, including high data rate,

ultra-low latency, high mobility, synchronization, reliability,
efficient traffic management, and especially sensing. 6G
networks are expected to provide the necessary infrastructure
to support these applications and also to generate new use
cases based on sensing capabilities, such as utilizing the Sub-
terahertz (Sub-THz) interface for environmental exploration
[3].

In the context of BANs, digital twins can provide
valuable insights into network performance, user behavior,
environmental interactions, and sensing capabilities. The
concept of a digital twin in Product Lifecycle Management
(PLM) enables the creation of a virtual replica of a physical
entity. This replication is achieved by collecting state
information about the physical entity, thereby allowing its
adaptation and improvement based on simulations. Inspired
by this, a Digital Twin Network (DTN) acts as a virtual
counterpart of a physical network and can offer advantages for
network operation, administration, and management, including
network simulation, testing, troubleshooting, prediction, and
optimization to improve network Key Performance Indicators
(KPIs) [4, 8, 16, 17].

This paper presents challenging use cases of BANs across
multiple sectors, with a particular emphasis on sensing capa-
bilities. It will illustrate how the BAN digital twin, applied
through customized DTN applications, plays an essential role
in fulfilling these needs. Moreover, the paper will detail the
specific requirements of the DTNs emerging from these appli-
cations. Furthermore, this work includes the exploration of po-
tential models essential for developing an extensive framework
for a BAN digital twin. The paper is structured as follows: It
begins by examining the state of the art and limitations of
BANs, then explores the anticipated advancements in BANs
enhanced by 6G technology, focusing on advanced sensing
capabilities. It proceeds to present a DTN architecture as
proposed by ITU-T Y.3090, then defines BAN DTN use cases,
requirements, and models, followed by the introduction of a
basic architecture for BAN DTN. Finally, the paper concludes
with a summary and proposes directions for future research.

II. BAN STATE OF THE ART AND LIMITATIONS

BANs primarily consist of sensors and actuators located
near the body. Sensors are primarily designed to gather biomet-
ric data, such as blood values, glucose levels, or temperature.
They can also include non-medical body area devices, such



as tracking and gaming devices. Actuators can perform tasks
under human or machine control. Wireless BAN technology
typically includes multiple devices forwarding data to external
servers in different networks via a Gateway [1, 2]. Fig. 1 shows
the state-of-the-art architecture of wireless BAN.

Fig. 1. Wireless Body Area Network (BAN): State of The Art

The Wireless BAN architecture is typically divided into
three tiers: intra-WBAN, inter-WBAN, and beyond-WBAN.
The intra-WBAN tier encompasses the communication
between the devices and a Gateway located near the body.
Data transmission might occur via a multi-hop WBAN,
where data is relayed through intermediate nodes to reach
the Gateway, or through a single-hop WBAN, where devices
directly communicate with a Gateway. The latter configuration
offers the advantage of reduced delay. Wireless technologies
used include Short Distance Radio (such as Bluetooth, and
Zigbee), and Wireless Local Area Networks (WLANs). The
inter-WBAN tier extends the network’s reach by linking the
Gateway to an Access Point (AP) or a Base Station (BS),
utilizing various wireless communication methods. These
methods include cellular technologies such as 3G, 4G, and
5G, as well as WLAN technologies [3]. The beyond-WBAN
tier connects an AP or a BS to external networks, which may
include servers dedicated to functions such as monitoring or
providing instructions [1, 5, 6, 18, 19].

Current BAN use cases include health monitoring, el-
derly care, humanitarian helpers and athletes’ performance
monitoring, disaster management, and surveillance [1, 18,
20, 21]. Although sufficient for existing applications, current
approaches struggle to meet scenarios with more complex
or strict sensing, data, latency, mobility, synchronization, and
reliability/resiliency requirements. These limitations constrain
both existing and potential future use cases, rendering some
applications impractical. The remainder of this section will
present several such use cases.
Brain-Computer Interfaces (BCIs) capture brain activity or
environmental stimuli, converting them into actions, thereby

bypassing or enhancing neural pathways [10, 22]. HTC fa-
cilitates remote interventions, projecting 3D holograms for
real-time interaction by professionals through BAN-connected
sensors and actuators [3, 11, 12, 23]. Gamers equipped with
wearable devices including haptic feedback and VR glasses
achieve an enhanced experience, which is further augmented
by “digital lollipops” that simulate taste sensations [3, 12, 13].
For humanitarian training, AR/VR and smart wearables sim-
ulate disaster environments, providing lifelike visualizations
for effective training, supported by real-time physiological
monitoring with BANs.

To support these applications, particularly those that demand
robust sensing capabilities, there is a need for advanced BAN
solutions. The following chapter will introduce the prospects
of future BANs, the adoption of Sub-terahertz technology in
6G, and a convergent use case: Integrated Sensing.

III. FUTURE BANS

Future BANs are anticipated to integrate multiple wireless
technologies including 6G to optimize data transmission and
processing. The KPIs for 6G are promising, featuring a high
data rate (more than 1 Tbps), low latency (less than 1 ms),
robust mobility support, high reliability, and advanced sensing
capabilities [3]. The forthcoming 6G enables more sophisti-
cated applications, such as HTC and AR/VR, benefiting from
features like network slicing, Network Function Virtualiza-
tion (NFV), Service Based Architecture (SBA), and Artificial
Intelligence as a Service (AIaaS). Fig. 2 summarizes future
network architecture and highlights various network scopes
and boundaries, including the BAN, Radio Access Network
(RAN), Core Network (CN), and Data Network (DN) [3].

Fig. 2. Network Architecture of Future Body Area Network

Multi-Access Edge Computing (MEC) servers are deployed
within the BAN (extreme edge), near the BAN (far edge), as
well as within or in proximity to the BS, supporting AIaaS
and Compute as a Service (CaaS). These services, which can
be provided by third-party providers, deliver context-aware
services directly at the network edge, aiding in reducing



network latency according to the specific requirements of
the application [7]. These BANs support multi-connectivity
scenarios, allowing a Gateway to simultaneously leverage
both one or multiple BSs and a WiFi AP for connections
to other networks, such as the Internet. Such capability is
crucial for failover scenarios, ensuring network resilience, or
managing different traffic types based on their criticality. The
5G/6G CN maintains connectivity with the central cloud and
other DNs with applications [3].

The adoption of Sub-THz technology (frequency range
100-300 GHz) as a feature of 6G systems contributes not
only to higher data rates and lower latency but also offers
significant sensing capabilities by leveraging the specific
propagation characteristics of the signals. Integrated Sensing
and Communication (ISAC) technology enables cellular
networks to serve as “perceptive networks”. Joint sensing
and communication integrate the functions of sensing and
communication, where each supports the other. For example,
communication signals can be used for sensing, and accurate
sensing improves communication performance through
precise beamforming. This integration reduces costs, power
consumption, latency, and device density. The integration of
Sub-THz technology within BANs and at BSs enables large-
scale environmental sensing, such as measuring coverage to
determine the range and field of view for object detection;
assessing accuracy to gauge the difference between sensing
values and real object; evaluating resolution for object
separation; calculating detection/false alarm probabilities;
determining the availability of the system for providing
required sensing service; and monitoring the refresh rate
for updating data. Sensing enables applications such as
high-resolution radio frequency imaging, effective even under
challenging conditions like darkness or severe weather, and
applications such as chemical analysis, explosive detection,
and pollution monitoring [26]. Furthermore, it facilitates
high-fidelity holographic telepresence, 3-D mapping, and
enhancements in security and safety, traditionally handled
by separate, specialized devices. Hence, it helps in reducing
dependence on “legacy” sensing devices, supplementing or
even replacing conventional devices like cameras or gas
detectors while being less intrusive [3, 14, 15, 17, 25–28].
The following section builds on the use cases outlined in
Chapter II by proposing an integrating scenario, referred to
as a convergent use case.

Convergent Use Case: Integrated Sensing: Various
domains, including gaming, sports, healthcare, humanitarian
aid, and training, can benefit from advanced sensors and
devices. For gaming, sensors like accelerometers, gyroscopes,
and muscle movement sensors, along with AR/VR glasses,
can create deeply immersive experiences, where the virtual
world is not just seen but felt through tactile feedback
systems, with real-time interactions. In sports and training,
heart rate monitors, cortisol level sensors, and respiration
sensors provide critical data for performance optimization

and health monitoring. Devices for measuring sleep quality
and environmental factors, such as temperature sensors and
humidity sensors, support overall well-being. A specific subset
of these devices may be equipped with a Sub-THz interface
providing high data rates and low latency, and offering sensing
features such as mapping, localization, and enhanced security
and safety measures. Each device possesses one or more
capabilities, with some devices sharing overlapping functions.
For example, both cameras and devices with a Sub-THz
interface can detect obstacles, showcasing an intersection of
capabilities. The intercommunication of devices ensures that,
in a given scenario, devices can support and enhance each
other’s functionalities. For instance, in environments where
traditional cameras are ineffective, switching to Sub-THz
sensors can maintain visibility. In humanitarian aid, the ability
of the advanced BAN can help rescue teams in fire incidents
or earthquake scenarios, providing them with clear images and
facilitating communication in environments where traditional
devices might fail. Therefore, careful planning regarding
the type and number of devices is essential, taking into
account resource constraints and the specific requirements
of each scenario. This strategic device planning ensures
the optimal deployment of technologies, enabling a broad
spectrum of use cases by leveraging both traditional and
Sub-THz interface-equipped devices to overcome limitations
and enhance functionality in diverse environments [29–31].

To meet crucial requirements in the BAN, there is a need for
an advanced approach that surpasses traditional simulations.
Creating a Digital Twin of the BAN involves constructing
a real-time virtual replica of the BAN, which allows for
comprehensive analysis, diagnosis, control, and optimization
of the network. The following chapter will introduce a DTN
architecture, and highlight some DTN applications, require-
ments, and modeling approaches, tailored to the convergent
use case.

IV. DTN ARCHITECTURE, APPLICATIONS,
REQUIREMENTS, AND MODELS

A. DTN Architecture

Fig. 3 shows a DTN reference architecture as proposed by
ITU-T Y.3090. The DTN can be conceptualized as a ”Three-
layer, three-domain, and double closed-loop” architecture. This
includes [8]:

• Physical Network Layer: Comprising all network ele-
ments and facilitating the exchange of data and control
with the digital twin entity via southbound interfaces.
This layer can encompass various network types and
domains.

• Network Digital Twin Layer: The core of the DTN
system, consisting of three key subsystems:

– Unified Data Repository: Collects real-time opera-
tional data to form a single source of truth, support-
ing various network applications with data collection,
storage, services, and management.



– Unified Data Models: Develops data-based models
for typical application scenarios, offering model in-
stances for network applications and ensuring net-
work service agility and programmability. It includes
both basic models (network element and topology
models) and functional models (for network analysis,
emulation, diagnosis, prediction, etc.).

– Digital Twin Entity Management: Manages a DTN,
including topology, model management, and security
management.

Fig. 3. Reference architecture of a digital twin network [8]

• Network Application Layer: Where network applica-
tions interact with the digital twin layer, deploying ser-
vices through modeling instances. After verification, con-
trol updates are sent to the physical network. This layer
supports rapid deployment of applications like network
operation, maintenance, optimization, and innovation, re-
ducing cost and impact on network operations.

B. Specific BAN DTN Use Cases

A DTN facilitates a variety of use cases to enhance the
network. The following list highlights key DTN applications
tailored to the BANs, focussing on sensors, and actuators.
These serve as examples of the network applications depicted
in Fig. 3:

• Sensor Optimization and Orchestration: Utilizing pre-
dictive analytics, the system proactively determines the

necessity and optimal positioning of sensors, ensuring
their deployment is precisely aligned with evolving de-
mands. This dynamic approach allows for the activa-
tion of additional sensors as required, optimization of
sensor locations, and the strategic combination or sub-
stitution of sensors to adapt to changing conditions or
objectives. Decisions on sensor deployment are taken
by a comprehensive analysis of KPIs including energy
efficiency, performance, resiliency against disruptions,
latency minimization, and adaptability to environmental
variables. Each decision is customized to meet the unique
requirements of the current scenario.

• Integrated Sensing and Communication Optimiza-
tion: Optimization of network resources for simultaneous
sensing and communication tasks, ensuring that both
functions are performed efficiently without negatively
influencing each other’s performance.

• Environmental Modeling: Creating digital twins of the
physical environment to predict and analyze the impact
of environmental changes on the communication network
and its sensing capabilities.

• Energy Consumption Optimization: Analyzing and
optimizing energy usage across the sensor network to
extend battery life and reduce operational costs.

• Sensor Twinning: This involves creating and managing
twins of the physical sensor network within the digital
twin environment. It allows for real-time monitoring
and simulation of sensor network operations, enabling
the identification of potential issues and the testing of
changes without impacting the environment.

• Failover Strategies: Implementing robust failover mech-
anisms within the DTN to ensure continuous operation
of the BAN, even when individual components fail. This
includes using redundant sensors and switching between
primary and e.g. devices with Sub-THz interface.

• Data Reduction: Utilizing techniques to reduce the
volume of data transmitted and stored by filtering out
redundant or irrelevant data at the source. For example,
camera data may become redundant when a device with
a Sub-THz interface is already providing mapping data.
This minimizes network load and storage requirements
while ensuring that critical data is not affected negatively.

• Predictive Maintenance: Leveraging machine learning
algorithms to predict the failure or maintenance needs of
sensors before they occur.

C. BAN DTN Requirements

In order to enable seamless BAN DTN use cases as outlined
earlier, several DTN requirements emerge. These requirements
are derived from both the practical needs of the specific appli-
cations and those common across general DTNs, as proposed
by ITU-T Y.3090 [8]. The following list highlights the main
requirements to be fulfilled for an efficient and operational
BAN DTN:

• Real-Time Data Acquisition and Integration: Capabil-
ity to continuously gather and integrate data from various



sources, including network components, sensors, and user
interactions, to maintain an up-to-date digital replica.

• Synchronization Between Sensing and Communica-
tion: Ensuring real-time synchronization between sensing
data acquisition and communication tasks.

• High-Resolution Sensing Data Integration: Capability
to integrate and process high-resolution sensing data from
various sources, including the Sub-THz sensors.

• Scalable Computational Infrastructure: A robust and
scalable computational framework to process and analyze
large datasets, and simulate complex scenarios.

• High-Fidelity Modeling: Precision in modeling the
physical characteristics and behaviors of network com-
ponents and user interactions to ensure the digital twin
accurately reflects the real world.

• Advanced Analytics and Machine Learning: Tools for
deep analysis, including pattern recognition, predictive
modeling, and machine learning algorithms to forecast
future states and optimize performance.

• Secure and Compliant Data Handling: Strong security
and compliance measures to protect sensitive data.

• User-Friendly Interface and Visualization Tools: Intu-
itive interfaces and visualization capabilities for users to
interact with and understand the digital twin’s data and
insights.

D. BAN DTN Models

The BAN DTN requires orchestrated models that are tai-
lored to support the robust and accurate replication of the
physical BAN and fulfill the presented BAN DTN use cases.
Below are the most relevant:

• Predictive Analytics Model: Analyzing historical and
real-time data to forecast the need for specific types of
sensors and their optimal quantities.

• Spatial Optimization Model: Evaluating the physical
environment to identify the most effective sensor loca-
tions, ensuring maximum coverage and data accuracy
while considering environmental constraints.

• Dynamic Orchestration Model: Enabling the system to
dynamically adjust sensor configurations (such as activat-
ing, repositioning, or substituting sensors) to respond to
changing KPI such as user need, energy efficiency, per-
formance, resiliency, latency, and environmental adapt-
ability.

• Network Model: Representing the communication path-
ways within the BAN.

• Communication Model: Defining efficient data trans-
mission protocols, especially for low-latency require-
ments.

• Stochastic Demand Model: Predicting variations in sen-
sor data demand and network load.

• Environmental Impact Model: Simulating the impact of
the physical environment on the performance of sensing
and communication tasks, enabling predictive adjust-
ments to network operations to mitigate negative impacts.

• Computing Model: Managing the computational de-
mands of processing data and running optimization al-
gorithms.

• Energy Management Model: Simulating energy con-
sumption patterns and identifying potential areas for
efficiency improvements across the network and devices.

• Resilience and Failover Model: Simulating network
failover scenarios to assess and enhance network re-
silience. For example, a malfunctioning camera could be
replaced by a device equipped with Sub-THz technology,
which can maintain visibility under conditions where
traditional cameras fail.

• Data Fusion and Processing Model: Integrating and
processing data from diverse sources, ensuring cohesive
and comprehensive environmental understanding.

• Security and Privacy Model: Ensuring the integrity and
confidentiality of data, incorporating encryption, access
controls, and compliance with standards.

• Network Performance and Optimization Model: Mod-
eling network behavior, data flow, and performance met-
rics to optimize the network.

Fig. 4 depicts a basic architecture of BAN DTN, illustrating
how specific BAN DTN use cases activate DTN services,
which then use underlying models to achieve objectives such
as optimization and prediction, while the DTN Layer issues
control or update directives to the BAN.

Fig. 4. A Basic Architecture of BAN DTN

V. SUMMARY AND OUTLOOK

This paper has outlined the necessity for an advanced
approach to the testing, validation, analysis, and optimization
of future BANs. Unlike conventional static simulators, a DTN
creates a bidirectional, real-time virtual counterpart, enabling
dynamic adjustments to evolving conditions and substantially



improving decision-making processes. Initially, the current
BANs state of the art was examined, highlighting their limita-
tions and identifying use cases that are currently not feasible.
Subsequently, the potential of future BANs was explored,
including a “Convergent Use Case” that integrates emerging
technologies such as AR/VR and HTC, with a particular
emphasis on the advanced sensing capabilities afforded by 6G
technology. Based on it, potential applications of DTN, along
with their requirements and the necessary models, have been
listed. This work serves as a basis for defining or refining
detailed architectures and use cases for BAN DTN, including
requirements for DTN, followed by the development and
orchestration of DTN models, and can be a cornerstone for the
development of a comprehensive Body Area DTN framework.
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